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A B S T R A C T 
Agriculture is the prime occupation of Indians. Majority in rural India is still dependent on the agriculture. A lot of research 
works on agriculture and crops happen every day. Agriculture in India is believed to be strengthened through modern 
agricultural practices. A lot of agricultural commodities are exported from India to all over the world. Indian beverages 
and spices are most popular agricultural products across the globe. Soil is the vital part of agriculture. Farmers can 
enhance their yield and income by knowing more about the soil. Farmers must be guided correctly regarding the soil 
health and crops so that unforeseen conditions can be avoided. If soil is tested and fertility rate of the soil with yield 
estimation is informed to farmer, it will be beneficial for him to continue the agriculture in right way. Based on soil quality 
and his other conditions farmer can choose the right crops and fertilizers for his land. In this paper we have discussed 
about the bagging approach which is a machine learning (ML) technique used for implementing soil fertility and yield 
prediction. We have considered some soil parameters such as pH, Nitrogen, Phosphorus, Potassium (NPK), humidity, 
temperature, organic carbon, moisture content and rainfall to predict the soil fertility and crop yield. We have also 
discussed about the test results and checked with other approaches of soil fertility & yield predictions to compare the 
performance of models. 
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India is the world’s largest producer of many varieties of 

crops. India exports large number of agricultural products 

across the globe. India is the country which has vast diversity. 

In India traditions, languages and food of people vary from one 

place to another depending on the geographical regions. Indian 

spices and beverages are world famous. Coffee is one such 

famous commercial crops grown in few eastern coastal regions 

and hilly areas of south Indians states like Karnataka, Kerala 

and Tamilnadu. About 80% of coffee grown in India is being 

exported from India to many parts around the world. Karnataka 

is the largest grower of the coffee and it is grown in Kodagu, 

Chikmagalore and Hassan. Robusta and Arabica are the 

varieties of coffee beans produced in Karnataka. Both species 

prefer very deep, well drained, non-gravelly, fine-loamy to 

clayey soils which have slightly - moderately acid reaction, high 

organic carbon, good water and nutrient retention capacities [1]. 

Pepper, cardamom, orange, banana and vanilla are few other 

predominately grown crops alongside coffee. 

Since agriculture is the prime occupation of Indians, 

there is a wide scope of innovations in agricultural domain. For 

agricultural growth, soil plays vital role. Farmers in India have 

a lot of difficulties to opt for precision agricultural practices [2-

3]. Adopting to new techniques to test soil becomes challenging 

to farmers due to lack of technical knowledge and support. Any 

approach which is given for farmer’s assistance must be easy 

and less time consuming for usage. Soil fertility is the ability of 

soil to provide nutritious environment for the plant growth. pH 

level, Nitrogen, phosphorus and potassium (NPK), organic 

carbon, electric conductivity, moisture content, temperature, 

micro nutrients and macro nutrients are the soil parameters, all 

these in adequate amount are necessary for any plant growth to 

make the soil fertile and facilitate the crop growth [4-7]. It 

becomes very important to know about the soil fertility rate to 

grow the healthy crops [8]. Yield is the measure of crop 

produced in any agricultural land. It is directly proportional to 

the soil fertility rate. If the farmers want to increase the yield, 

monitoring the soil health becomes the primary concern. There 

are several schemes and methods employed to test the fertility 

of the soil which include chemical treatment of soil sample that 

takes a lot of time for estimation of fertility. 

Artificial intelligence and Machine learning techniques 

can be used to assist the farmers to easily predict soil health and 

recommend the crops and other agricultural tasks in efficient 

ways [9-13]. We propose an approach which has Artificial 

Intelligence (AI), Machine Learning (ML) technique and 

Internet of Things (IoT) features to predict the soil & crop 

related information. Since we could collect the real data of 
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coffee growing soil samples of Kodagu district of Karnataka, 

we have implemented the bagging which is a ML technique [14] 

to predict the soil fertility and yield of coffee plantation. Same 

technique can be employed to other crops too. Further the soil 

fertility and parameters are used to predict the crops and 

fertilizers recommendation for the same. Within in less time 

farmer can fetch the soil related information easily and 

accurately. In the subsequent sections of this paper we will see 

the methodology of the proposed system, results of the 

implementations. 

There are many papers published on the topics soil 

fertility detection, crop yield estimation, crop and fertilizer 

recommendation, plant disease prediction, pesticide 

recommendation and so on using artificial intelligence and 

machine learning. Here we have discussed few concepts of soil 

fertility detection and crop yield prediction using ML models. 

Many of the papers have concept of soil fertility addressed as 

classification problem where the soil will be classified either as 

fertile or non-fertile. The yield can be estimated using 

regression models. 

Support vector machine (SVM) finds a hyperplane to 

classify the data points in N dimensional space .data points are 

categorised based on the side it falls considering the hyperplane. 

Hence hyperplanes are decision boundaries. SVM is used both 

for classification and regression. SVM can be used for 

predicting soil quality and yield [15-21]. A lot of soil quality 

prediction & classification systems have been proposed based 

on the concept of SVM 

Naïve Bayes algorithm is mostly a classification 

algorithm. It is based on Bayes’ theorem. A Naive Bayes 

classifier has an assumption that the existence of a particular 

feature in a class is not related to the presence of other feature. 

Based on the probability, predictions are done in Naïve Bayes 

approach. Soil fertility and yield predictions are also done using 

Naïve Bayes approach [17-18]. 

Decision trees are supervised learning algorithms which 

can be also used for predicting soil fertility and estimating yield 

[16], [21-22]. Decision tree can create a training model that will 

predict a value by learning the simple rules which are meant for 

taking decisions understood from training data. Each example 

should go from the root down to the leaf based on the decision 

rules, Leaf node provides the classification result. Decision tree 

construction procedure is recursive  

Artificial Neural Network (ANN) and Deep Neural 

Networks (DNN) are inspired by biological neural network for 

computation. The complexity of network depends on the 

number of layers present in the network. Network can have 

input layer, several hidden layers and output layers. Neurons in 

hidden layers perform computation. Neural networks can be 

used for predicting fertility of the soil and yield of crop [15-16], 

[18-24]. 

K-Nearest Neighbor (KNN) is the simplest supervised 

ML model that can be useful in solving problems that depend 

on identifying objects which are most similar. K-NN algorithm 

assumes the similarity between the new data and data already 

present  and categorise the new data to most similar class .KNN 

is  used for regression as well as for classification .The soil 

fertility and yield estimation is possible using KNN model[15-

17], [20-22], [24-25]. 

 

MATERIALS AND METHODS 
 

Soil fertility detection and yield prediction becomes an 

important task to assist the farmers to grow healthy crops and 

more yield. Poor soil quality cannot assure the healthy harvest. 

Healthy and fertile soil helps the plants grow well by providing 

all the nutrients required in adequate quantities. Soil parameters 

determine the fertility rate of any soil sample. We propose a 

system which we call it as ‘Soil fertility and crop friendliness 

detection and monitoring using AI’ where AI and ML 

techniques are used with some concepts of IOT. This is to 

provide awareness about the soil health and crops to the 

farmers. ‘Soil Fertility detection and yield prediction’ is a 

significant part of our proposed system with which fertility of 

the soil and yield could be predicted. 

Initially soil parameters are taken from sensors or user 

input and classified it as known or unknown soil, then if soil 

type is known, fertility rate of soil along with yield could be 

predicted for the same, else the best crop suggestion along with 

soil fertility and yield prediction could be informed. The crops 

are suggested based on the results of previous module and later 

fertilizers-nutrients along with their quantities are 

recommended for the suggested crops. The soil test reports are 

stored in cloud and are sent to the farmers to their phones in 

easily readable and understandable format. The overview of 

‘Soil fertility detection and crop friendliness detection and 

monitoring using AI’ can be seen in the (Fig 1). 

Every day, a lot of agricultural researches happen with 

the application of computer science and technology, many of 

them fail to reach the farmers due to the inaccurate results and 

difficulty faced by farmers to get adopted to the technology. If 

a farmer gets his soil report easily and accurately, it will surely 

benefit him. 

 
 

Fig 1 Overview of soil fertility detection and crop 
friendliness detection and monitoring using AI 

 
Dataset 

We could collect the data with the help of soil sensors in 

some part of Kodagu district of Karnataka using soil sensors 

and some data from coffee website of Government of India. pH 

level, organic carbon, Nitrogen-phosphorus- potassium (NPK) 

values, temperature, moisture content, humidity, rainfall is all 

considered to estimate and predict the fertility rate of the soil 

and yield of coffee plantations. 1100 coffee soil samples are 

collected in total and used for implementation. We have named 

the dataset as ‘Nutrition dataset’. We can see the part of 

Nutrition dataset in the (Table 1). 
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Table 1 Part of nutrition dataset stored as CSV file 

pH 
Organic 

carbon 
Phosphorus Potassium Nitrogen Moisture Rainfall Humidity Temperature Fertility Yield 

5.7 1.9 4 370 0 21 194.8773 68.4803 25.11411 35 350 

5.7 1.9 4 370 0 22.2 134.6804 58.84881 24.02953 35 350 

5.7 1.9 4 370 0 23 158.8609 69.71184 26.70898 35 350 

5.8 1.9 4 370 0 21.5 126.8074 50.50149 26.71717 35 350 

5.4 4.4 3 516 0 32.3 156.681 58.52534 27.57848 40 400 

4.3 3.6 2 482 0 31.1 145.1051 57.56696 26.65069 40 400 

5.4 4.4 3 516 0 36 142.8611 62.01836 26.97252 40 400 

5.4 4.4 3 516 0 23 153.1202 52.97841 23.17125 40 400 

 

Fig 2 Bagging approach to predict the soil fertility and Yield 
 

Bagging approach for soil fertility and yield prediction 

The dataset of coffee nutrition is highly nonlinear and 

has different parameters with different ranges. Each sample of 

data is different with that of other sample. Hence normal 

classification algorithm doesn’t work well. Also, we are not 

classifying the soil as fertile or in fertile like other fertility 

detection system. Our prediction system aims at providing exact 

fertility rate to the farmer. Hence, we go for regression instead 

of using classification technique. Regressions are performed to 

find the exact fertility rate of the soil and yield of coffee in 

kilogram per acre of land. 

We use bagging technique for predicting the fertility rate 

and yield of the coffee plantation. In this approach we shall be 

using ensemble model having random forest technique with ‘n’ 

number of base models where each sub model gets trained on a 

part of shuffled samples of coffee Nutrition dataset and some 

features of data set. Hence, we can say each sub model gets 

trained on different samples and different parameters of data 

set. Base sub models are decision tree classifiers. In general, we 

can call it as random forest of decision trees. So whenever new 

prediction has to happen or we have to check the predictions 

test data, the average of predicted values of all sub models are 

considered as final predicted output. As the final output is the 

result of several sub models, we can expect accurate prediction. 

Random forest is also called as bootstrap method since random 

sample of the data are given to each model with replacement. 

Also, random forest bagging technique overcomes the 

overfitting issues, reduces variance and any new predictions 

would be highly accurate, so high performance becomes the 

great advantage of using this approach.  Error rate will be 

minimized because of the models getting trained on random 

samples. In the (Fig 2), the bagging approach of predicting soil 

fertility and yield is shown. 

 

   

Fig 3 Test data predictions plotted in graph with r2 score for soil 
fertility and crop yield prediction using bagging approach 

 Fig 4 Test data predictions plotted in graph for soil fertility and 
crop yield prediction using KNN 
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Fig 5 Test data predictions plotted in graph for soil fertility and 
crop yield prediction using DNN 

 Fig 6 Test data predictions plotted in graph for soil fertility and 
crop yield prediction using DNN 

The Necessary libraries and packages are loaded into out 

colab file. The soil fertility and yield detection module are 

implemented in colab platform, The Nutrition dataset is read 

into our colab file. Data is normalized to put the data in the 

common scale so that system accuracy will be more. Later 

parameters are set to input and target. Data is split as 80% 

training and 20% testing data and regression models are run; 

data is being fit to the model. Predictions are performed and 

evaluation metrics are derived and analyzed along with plotting 

the same on graphs. Score value and mean squared error is 

analyzed to see the efficiency of the model. Score is nothing but 

coefficients of determination which is referred as r2 score. For 

perfect prediction the r2 score value will be approximately 

equal to 1. 

 

RESULTS AND DISCUSSION 
 

The random forest –bagging approach suggested in our 

proposed system gives the score of 0.98 for soil fertility rate and 

0.99 for yield prediction. The score which is approximately 

equal to ‘1’ indicates the best accuracy. The predictions and 

result of test data are shown in (Fig 3), the graphs indicate that 

almost all the predicted values (red lines) are meeting the 

original values (blue dots). We have implemented few other 

models like KNN, SV regression and DNN on same dataset to 

check the accuracies against bagging approach and we get 

following results. The KNN shows r2 score as 0.82 for fertility 

prediction and 0.47 for yield prediction on our dataset and other 

regression models are working poor. Hence, we can conclude 

that Bagging Random Forest approach gives the best 

predictions. The test prediction results using KNN, DNN and 

SVM are shown in (Fig 4-6) respectively. 

We can see the comparison chart shown in (Fig 7). 

Where all the regression models and their r2 score values for 

both fertility and yield prediction values are compared. 

 

CONCLUSION 
 

 We propose a system for assisting the farmer to know 

about the soil.  Soil fertility and yield prediction becomes very 

important to guide the farmers to do the agriculture in the right 

way. If fertility and yield is known then crops & fertilizers can 

be rightly chosen. We have used Bagging ensemble technique 

which is a Random Forest of several decision trees for the 

implementation. We perform regression to get the exact values 

for results. We have also checked with other models and 

obtained the results. We obtained very low score for support 

vector regression and  deep neural network and we got score 

values as 0.47 and 0.82 for fertility of soil and yield respectively 

for  K nearest neighbour models which shows  average 

performance  and bagging random forest  method shows 0.99 

and 0.98  score values which means bagging shows maximum 

accuracy and best predictions for coffee plantation  .Hence we 

can conclude that bagging approach is the  best technique used  

for predicting soil fertility and yield. Our model gives accurate 

results for any new predictions. Model is robust to outliers, 

overfitting and variance problems are also absent. 

 
 

Fig 7 r2 scope comparison chart of the regression models 
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